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Overview

We used a three-stage association study approach designed to allow the efficient, rapid, and cost-effective screening of > 1.6 million SNPs in a large number of samples without compromising the accuracy or power of the study.  Stage 1 (Pooled Genotyping) involves estimating the allele frequency differences of all SNPs between pooled case and control DNA samples and selecting the 40,000 SNPs most likely to be associated.  Stage 2 involves determining the actual allele frequency differences of these 40,000 SNPs and about 4,000 SNPs from candidate genes by genotyping them in the individual samples that made up the original pools as well as an independent population in Stage 3.  

Results summaries

The raw data for pooled and individual genotypes were delivered to both NIDA and the grantee.  Accompanying this report is an Access database (NDA01_all_result-Mar-01-06.mdb) with the analysis results, and an Excel spreadsheet (Top_4000_snps.xls) with some of this information for ~4000 of the most significantly associated SNPs.
Pooled Genotyping

Sample selection:

Pooled genotyping was performed using 8 sub-pools of cases and 8 sub-pools of controls. The 16 sub-pools were hybridized to 49 chip designs and a canonical set of 784 unique sub-pool scans was selected (from scan redos) based on the scan pass rates. Since these scans were done in the lab in pairs of case and control sub-pools, including the redo scans, special attention was given to the selection of redo scans to preferentially select scans in the matching pairs. The scan pass rates were computed using the following QC criteria: signal/background > 1.5, conformance > 0.8 and number of saturated probes in the tiling is = 0.
SNP selection:
The following tests were applied to aid the selection of SNPs:

Test to identify conforming LD blocks – i.e. LD blocks that are composed of SNPs that all show similar direction and size of effect: 

The confirming LD blocks were evaluated using a t-test. The t-test p-values were computed from t-score values that were the average delta phat across all SNPs in an LD block divided by the standard error of the delta phats. The null hypothesis tested was if the delta phat values across an LD block are consistent with each other and significantly different from 0.

Computation of empirical p-values to evaluate each SNP’s association independently:

The empirical p-value was computed from ranks of corrected t-test p-values on each chip design divided by the total number of SNPs on each chip design. The corrected t-test p-values were computed similarly to regular t-test p-values testing the difference between average case phat and average control phat, only the standard error was corrected by a chip design-specific additive constant. The additive constant was obtained by minimizing the coefficient of variance of the t-tests from each chip design. This standard error additive constant ensures that the snp selection is not biased to low or high standard errors, as there is no prior evidence that SNPs with low or high standard errors (more or less noisy SNPs) are more or less likely to be associated with the phenotype.

A sample of a profile of the coefficient of variation of t-test for a given chip design showing the minimum at 0.08 for the standard error additive constant:
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The following sample plot for a particular chip design illustrates that delta phat cutoff selects preferentially SNPs with high standard errors of delta phat, regular t-test preferentially selects SNPs with low standard errors and the corrected t-test is centered on the standard error distribution from all SNPs:
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SNP selection criteria:
The SNPs were selected from among SNPs that had at least 2 passing phats for cases and 2 passing phats for controls using the following 3 criteria:

1) First, conforming LD blocks that contain SNPs with delta phat values consistent with the LD structure were selected using a t-test p-value testing the LD bin conformance (as described above) with cutoff 0.05. Second, a representative SNP with the most significant empirical p-value was selected from each of these conforming LD blocks. Third, only such representative SNPs that have empirical p-value < 0.04 were selected, resulting in a set of 11,066 selected SNPs.

2) Only SNPs that passed our internal QC criteria in an independent study (Science paper) were included in this selection. From this set we have selected 21,542 SNPs that have empirical p-value < 0.018377035 and were not selected using criterion 1) above. The empirical p-value cutoff 0.018377035 that was used for this selection corresponds to a cutoff that would select exactly 40,000 SNPs and therefore represents a neutral significance cutoff.

3) Only SNPs that did not pass our internal QC criteria in an independent study (Science paper) were included in this selection. From this set we have selected top 10,000 SNPs. Such selection corresponds to an empirical p-value cutoff of 0.014205659202546.

The majority of these SNPs (to fill the chip design) were combined with SNPs selected for coverage over specific candidate gene regions and with 311 strat SNPs for the final IG chip design. The SNPs that needed to be dropped from the pooled SNPs for chip design size constraints were dropped from selection category 3 from the tail of the highest (least significant) empirical p-values. 
For SNP selection in the candidate genes, the following criteria are applied in the order specified:
1. Pick any SNP for which Perlegen has prior evidence of success in individual genotyping that are within any annotated gene exon (including UTRs) or within +/- 10 nt of an intron/exon boundary. 

2. Pick any additional SNP that has a known minor allele frequency of >4% in European Americans that is also within +/- 2kb of any annotated promoter of the gene. 

3. Pick one or two SNPs for each European American LD bin that crosses an exon footprint [whether or not a SNP in that LD bin is exonic], as follows: 

a. One tagging SNP [r^2 > 0.8 with all SNPs in the LD bin] for each LD bin; 

b. If the LD bin comprises 3 or more SNPs: 

i. pick a second tagging SNP if available, or a second non-tagging SNP;  

c. If choice exists for picking LD bin SNPs: 

i. Select SNP(s) that fill the largest gap between SNPs already picked for the gene;

4. Add selected SNPs for some genes that collaborators have had experience genotyping, or are in published papers of SNP associations with nicotine addiction. 

5. Cover all “A” category candidate genes, and other candidate genes prioritized by their JR-corrected [John Rice-corrected] p-values up to an arbitrary SNP number [~4k]. 

Individual Genotyping
SNPs and samples:
The individual genotyping (IG) followed a round of pooled genotyping (PG). As described above, the SNPs included on the custom IG chip were selected from the PG, while other SNPs were added to cover candidate gene regions and specific additions by Perlegen and NIDA. Additional 311 stratification SNPs and a number of QC SNPs were also tiled on the chip to help us estimate population structure and genomic control corrections. The following table outlines the counts of SNPs in the different categories in a descending order of exclusion (i.e. if a snp is already covered by any of the categories above the given category it is not counted in the given category – to prevent double counting of SNPs):
	snp origin
	number of SNPs

	candidate gene
	4901

	from pooled genotyping
	39213

	customer chosen
	39

	stratification SNPs
	301

	QC SNPs
	1888


Many selection criteria, outlined elsewhere, were applied to this set of SNPs to arrive at a set of 35,673 reliable SNPs that were reported together with their genotypes. 
A final set of 1929 samples and their best scans were selected using selection criteria also outlined elsewhere. 948 of these samples were used in the PG study leaving 981 samples for IG replication set. The samples were collected from four centers. The following table shows the split of number of samples between PG samples and replication samples, case control status and gender:
	is PG sample
	case control status
	gender
	number of samples

	0
	C
	F
	313

	0
	C
	M
	255

	0
	T
	F
	283

	0
	T
	M
	130

	1
	C
	F
	272

	1
	C
	M
	210

	1
	T
	F
	328

	1
	T
	M
	138


Analysis Methods:
Trend score analysis:
Trend scores were computed separately for the PG samples (round 1) and replication samples as well as for the combined set. The following outlines the computation of the Armitage’s trend score 
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Where
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 is the observed allele frequency difference between cases and controls, 
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 is the overall population prevalence of the arbitrary designated “1” allele, 
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 is the fraction of samples that have two copies of allele “1”, 
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 are the number of case and control samples, respectively. 
GC correction:
The trend scores were corrected using GC correction. The GC correction for both the round 1 samples and the full set of samples was computed over the set of QC and stratification SNPs that were selected independent of the pooled study and the candidate gene regions. These SNPs therefore provide unbiased estimate of the GC correction in the round 1 and in the full set of samples. For replication samples, all the SNPs were used for the GC estimate and the large number of SNPs permitted us to use a regression to better distribute the GC correction between SNPs with varying reliability of the allele frequency difference estimate. The reliability of the allele frequency differences of SNPs was estimated by the absolute values of deltas between allele frequency difference between cases and controls computed from filtered and unfiltered genotypes. The larger the delta between the allele frequency difference of unfiltered versus filtered genotypes, the larger is the possible distortion of the allele frequency difference in the filtered genotypes caused by the genotype filtering. The regression of the trend score values against the deltas of the allele frequency differences was done using log link and Gamma distribution. This procedure allows us to better distribute the power hit from the GC correction between SNPs based on their reliability of the delta allele frequency between cases and controls. The regression therefore yielded a GC correction specific to each snp computed from the SNP’s delta.
For sex-linked SNPs the GC correction variance inflation factor 
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 was corrected for the smaller number of chromosomes due to the presence of males among the samples:
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Where:
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and where 
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 are number of female cases, number of male cases, number of female controls and number of male controls, respectively. The 
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 for chromosome X and chromosome Y sex-linked SNPs, respectively.
Analysis Results:

Applied tests:
The round 1 samples yielded GC correction variance inflation factor of 0.881 and therefore no GC correction was applied to the trend scores and their p-values. 
The replication samples yielded GC correction variance inflation factor of 1.070, however the individual GC correction variance inflation factors were computed using the regression procedure outlined in the Methods section above. The regression of the trend score values against the deltas of the allele frequency differences using log link and Gamma distribution did yield positive slope, indicating as expected that the larger the delta between the allele frequency difference computed from unfiltered and filtered genotypes, the more inflated the trend scores tend to be. These GC correction variance inflation factors were further corrected for the smaller number of chromosomes for sex-linked SNPs due to the presence on males among the samples as outlined in the Methods section above. 
The full sample set yielded GC correction variance inflation factor 1.026 and due to the limited number of SNPs from which the variance inflation factor was estimated we have used the more robust correction procedure that effectively divides each trend score by the variance inflation factor. 
Another set of p-values was computed using linear and logistic regressions. Different models were evaluated for significance of association with the phenotype. The various complexity models evaluated significance of different covariate inclusions: 
	model
	ANOVA evaluated covariate
	ANOVA p-value

	gender
	gender
	4.26E-10

	gender + age
	age
	1.48E-03

	gender + factor(site)
	factor(site)
	4.80E-23

	gender + factor(site) + age
	age
	7.90E-01

	gender + factor(site) + age + gender:factor(site)
	gender:factor(site)
	6.30E-01


The ANOVA p-values indicate that only gender and site explain significant phenotype variance. Site 3 and 4 turned out to be responsible for most of the association. The significance of the gender and site it is expected from the non-homogeneous distribution of cases and controls between different genders and sites. The inclusion of gender and site to the model lowers the possible association of genotype with the phenotype only by the extent of the correlation between the genotype and any of the covariates. There might be some random correlations that will decrease our power to detect genotype associations, but they should not have a great effect. The model also contained an interaction between gender and genotype, because it is conceivable that the genotype effect might have different slopes for different genders (i.e. the strength of association might be different between the two genders). Therefore the following model was fitted using both logistic regression (using the binary case control assignment) and the quantitative FTND trait was fitted using linear regression:
Phenotype ~ gender + factor(site) + genotype + gender:genotype
The following Q-Q plots show that the regressions do yield distributions of statistics corresponding well to the expected null distribution. The statistics for both the round 1 set of samples and the full set of samples were taken only from the stratification and QC SNPs that are expected to be null distributed:
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Q-Q plot for NDA_01 round 1, linear model
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[image: image28.png]Q-Q plot for NDA_01 round 1, logistic regression

anova deviance
&
L
T

oo
10 4 T

T T T T T
5 10 15 2 2%

quantiles of chisq distribution with df=2




[image: image29.png]2-Q plot for NDA_01 all samples, logistic regression
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Analysis of candidate gene regions:
The candidate gene region consisting of 4901 CG SNPs and 39 customer added SNPs was analyzed separately, as agreed from our discussions with the customer. The region yielded 4222 reliable SNPs. No SNP in the candidate gene region is strictly significant at the level of 0.05 corrected by Bonferroni for the 4222 tested SNPs (which corresponds to uncorrected p-value of 1.2e-5). However, 8 SNPs show p-values from the linear regression in the e-5 range and 2 SNPs have p-values from the logistic regression in the e-5 range. Bonferroni correction is also likely to be too conservative as there are regions of LD that will lower the effective number of independent tests. 

False discovery rate (FDR) q-values were computed using Storey procedure separately for the candidate gene region. The FDR q-values were computed from both the p-values obtained from trend scores of the full set of samples and from the p-values from the linear and logistic regressions. Top 6 SNPs in the candidate gene region have q-values computed from the logistic regression < 10% and 591 SNPs have q-value < 50%. The following plot shows the FDR q-values in an ordered set of SNPs by their logistic regression p-values:
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The zoomed in section of the first 600 SNPs:
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The linear regression provided 15 SNPs with FDR q-value < 10% and 234 SNPs with FDR q-value < 50%. The following plots show their ordered distribution:
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The zoomed in section of the first 300 SNPs:
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Familywise error rate (FWER) was computed using permutations for the trend scores. 1000 case – control assignment sample permutations were created and for each snp these permutations were used to compute 1000 trend scores. The FWER was computed as the number of permutations that yielded any trend score higher than the SNP’s trend score divided by the total number of permutations (1000 in this case). The FWER reflect any LD structure among the SNPs, because the LD structure is preserved in permutations and because the FWER is the probability of making one or more Type 1 errors in the set of tests at different significance levels. These p-values are superior to Bonferroni corrected p-values because they do correctly represent the number of independent tests and they represent exact p-values with no assumptions on the parametric distribution of the trend scores.
From the 4222 candidate gene SNPs only one snp has FWER < 0.05 and therefore is significant. The snp has a trend score p-value of 1.43e-5 and therefore is not significant when corrected by Bonferroni. Most SNPs have FWER = 1, only the top 36 SNPs have FWER < 1, indicating that most SNPs have p-values in the range expected from the null distribution and therefore the probability of making one or more Type 1 errors at that level of significance among the 4222 SNPs is 1. This is obviously very strict Type 1 error rate constraint and possibly k-FWER (with k>1) can be computed that permits k Type 1 errors. 
Analysis of the pooled SNPs – whole genome association:
The pooled SNPs yielded 31,162 reliable SNPs. No SNP showed genome-wide significant p-value from either the logistic or linear regression from the round 1 IG or from the full set of samples. No snp is also significant in the replication sample set with p-value corrected only for the number of SNPs from PG (p < 0.05/31162). 
Inspection of the sign agreement between the round 1 allele frequency differences between cases and controls and replication allele frequency differences shows somewhat higher sign agreement among the top SNPs sorted by the round 1 trend score p-values. The following plot shows the sign agreement over a sliding window of 21 SNPs. The first about 20 SNPs do show above average agreement of the delta allele frequency signs:
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The agreement is very significant, as the p-value from binomial distribution of obtaining 19 agreements out of 21 trials is 1.04e-5. Therefore the probability that the first bin composed of the 21 most significant SNPs will have by chance 19 agreements is 1.04e-5. The agreement deteriorates quickly though; as the following plot with window size 101 shows:
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From this plot is seems that about first 75 to 100 SNPs are still enriched for agreement between round 1 and replication.

FDR cannot be computed for the pooled SNPs and the samples that were used in the PG as the SNPs are selected from the PG and therefore SNPs showing any population differences between the PG samples that are not related to the phenotype are selected here as well. Therefore the SNPs are expected to be enriched for small p-values that will show in that set of samples. However, there is no such expectation for the replication samples that did not participate in the SNP selection and therefore FDR can be computed from that set. FDR q-values computed from both linear and logistic regression p-values have rather large values – linear regression provides smallest q-value 0.57 and the logistic regression smallest q-value is 0.43.
To do:

Build multi-snp models.

Perlegen Sciences, Inc. – Proprietary and Confidential
1 of 18

_1202309592.unknown

_1202310265.unknown

_1202310441.unknown

_1202310511.unknown

_1202310647.unknown

_1202310681.unknown

_1202310527.unknown

_1202310476.unknown

_1202310383.unknown

_1202309728.unknown

_1202310063.unknown

_1191946434.unknown

_1202307838.unknown

_1202307858.unknown

_1202308545.unknown

_1191946567.unknown

_1191946501.unknown

_1191946191.unknown

_1191946275.unknown

_1191945520.unknown

